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Fair and Trustworthy AI for Modern Algorithmic Systems

The central goal of my PhD research is to construct and audit fair and trustworthy AI systems. I will discover,
implement, and proliferate algorithms which not only achieve good performance, but also address fairness, reliability,
and safety while simultaneously building auditing tools and understanding fundamental limits of access levels. To
achieve these goals, my research is focused on the following key areas broadly related to trustworthy and fair AI.

Proposed Research Questions

(1) In the context of black-box API systems, what is the power and limit of algorithmic auditing and
model post-processing for fairness, robustness, or trustworthiness? [4]

(2) How do we investigate the fairness, trustworthiness, and transparency of algorithmic systems uti-
lizing machine learned predictors, such as recommender/ranking systems as well as two-sided
marketplaces? [1, 2]

Methodology Summary. In order to understand the limits of black-box post-processing of models, I plan on
extending recent black-box optimization methods such as [6, 5] to closed-source language models. In addition, I also
plan to utilize recent theoretical work within interactive proof systems [3] in order to build novel auditing techniques
for this same setting. To study algorithmic systems utilizing machine learned predictions, I will mainly rely on
novel theoretical analysis, also conduct empirical algorithmic audits of large systems utilizing ML predictions, such
as LinkedIn [7] and Amazon shopping.

Analysis. Together, my research addresses (1) the shift towards powerful and closed-source models and LLMs;
and (2) integration of AI and ML into larger algorithmic systems. I firmly believe that investigating fundamental
theoretical limitations of algorithms and black-box models — as well as designing new algorithms which have
guaranteed performance, fairness, and robustness — is an important research direction for the current and future
applications of AI and ML in high stakes decision-making settings.
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